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Quantitative mixed models were used to examine literature published 
from 1966 through 2016 on the effectiveness of Direct Instruction. 
Analyses were based on 328 studies involving 413 study designs and 
almost 4,000 effects. Results are reported for the total set and subareas 
regarding reading, math, language, spelling, and multiple or other aca-
demic subjects; ability measures; affective outcomes; teacher and parent 
views; and single-subject designs. All of the estimated effects were posi-
tive and all were statistically significant except results from metaregres-
sions involving affective outcomes. Characteristics of the publications, 
methodology, and sample were not systematically related to effect esti-
mates. Effects showed little decline during maintenance, and effects for 
academic subjects were greater when students had more exposure to the 
programs. Estimated effects were educationally significant, moderate to 
large when using the traditional psychological benchmarks, and similar 
in magnitude to effect sizes that reflect performance gaps between more 
and less advantaged students.

K EYWORDS: Direct Instruction, meta-analysis, academic achievement

The importance of explicit and systematic instruction has become a central 
element of discussions of effective instruction (e.g., National Reading Panel, 
2000). Direct Instruction (DI), developed by Siegfried Engelmann and his col-
laborators beginning in the 1960s, is often cited as an example. Over the past half 
century the corpus of DI curricular materials has grown as has the literature evalu-
ating its effectiveness. This article presents a quantitative analysis of this effec-
tiveness literature. Although the term direct instruction (lower case and sometimes 
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referred to as “little di”) has been used to refer to a broad set of educational pro-
grams that incorporate elements of systematic or explicit instruction, our focus is 
only on Direct Instruction (capitalized) in the Engelmann–Becker tradition 
(Engelmann & Colvin, 2006).

Theoretical Base

Theoretical writings related to DI are numerous and complex, describing the 
logical basis of the approach and including empirical tests of subelements of each 
part of the theoretical development. (See Engelmann, 1999; Engelmann & 
Carnine, 1991, 2011; and Engelmann & Steely, 2004, for detailed theoretical dis-
cussions; Barbash, 2012 for an accessible summary; and National Institute for 
Direct Instruction, 2016, pp. 169–173, for citations to 45 experimental examina-
tions of the tenets.) The discussion in this sub-section, and those that follow, pro-
vides only a brief overview.

Direct Instruction builds on the assumption that all students can learn with 
well-designed instruction. When a student does not learn, it does not mean that 
something is wrong with the student but, instead, that something is wrong with the 
instruction. Thus, the theory underlying DI lies in opposition to developmental 
approaches, constructivism, and theories of learning styles, which assume that 
students’ ability to learn depends on their developmental stage, their ability to 
construct or derive understandings, or their own unique approach to learning. 
Instead, DI assumes all students can learn new material when (a) they have mas-
tered prerequisite knowledge and skills and (b) the instruction is unambiguous. In 
other words, DI assumes that students are inherently logical beings. Like the con-
structivist approach, DI assumes that students make inferences from examples 
that are presented to them. But, unlike constructivism, the theory underlying DI 
states that learning is most efficient when the examples are carefully chosen and 
designed. They must be as unambiguous as possible, sequenced to promote the 
correct inference for learning a new concept, and involve the fewest possible steps 
to induce learning.

Mastery learning is a key element of DI. DI theory posits that when students 
become fluent in a new task, fully grasping a new concept or skill, it becomes part 
of an existing repertoire. It is then easier to learn new things that build on that 
foundation. In addition, it is far easier to learn a new concept than to unlearn a 
faulty conceptualization. Two key elements of DI curricular programs derive from 
this theoretical point. First, it is important to ensure that students have mastered 
key concepts before moving forward. Second, proper placement in a curricular 
program is essential to make sure students have the prior knowledge needed to 
learn new concepts or skills and that they will not be wasting time on material that 
was already mastered.

The combination of these elements is seen as resulting in both effective and 
efficient instruction. Students should learn more in less time. The theoretical writ-
ings stress the importance of providing continuous positive reinforcement 
throughout the instructional process and celebrating students’ success at regular 
intervals. Thus, the learning process should be rewarding to students. In addition, 
the process should, theoretically, be rewarding to teachers as they see their stu-
dents’ progress (Engelmann, 2014c).
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The Direct Instruction Approach

As implied in the previous section, developing unambiguous instruction for 
even very simple concepts is difficult. Research related to the theoretical discus-
sions has shown how very small variations in the types of examples given to stu-
dents can result in erroneous conclusions. DI curricular materials are designed to 
guard against this possibility by providing highly structured guidance to teachers 
in the wording, sequencing, and review of material presented to students. They 
incorporate a “tracked design,” in which discrete skills and concepts are taught in 
isolation but are then brought together in increasingly more sophisticated and 
complex applications. Placement tests are included to ensure that students are 
taught material that is neither too challenging nor repetitive of material already 
mastered. Teachers and administrators are encouraged to regroup students at regu-
lar intervals when needed to promote the greatest learning.

Although the importance of following the scripted teaching material is stressed, 
the programs and associated writings also emphasize the importance of teachers 
using their own style and personality to animate the presentation, much as actors 
bring their own approach to a role. The instructional materials are designed to be 
fast-paced and to include consistent reinforcement for students, daily checking for 
learning, and regular testing of mastery. The aim is an instructional situation in 
which students are continuously learning and progressing through material. The 
careful design and fast pace of the material are thought to result in higher achieve-
ment, and the students’ positive experience is expected to enhance their self-con-
cepts and self-esteem (Barbash, 2012; Engelmann, 2014c).

Method of Curricular Development

DI programs are developed in a multistage, multiyear process. The develop-
ment begins with a detailed logical analysis of the concept to be taught. Carefully 
worded examples and teaching scripts are developed and tested in-house and with 
small groups to help ensure that they are unambiguous. Materials are logically 
sequenced, with placement tests, systematic review of previously taught material, 
and regular testing of mastery. The programs are then field tested in schools, with 
teachers providing detailed feedback on any problems that students have with the 
programs. In response to this feedback the programs are revised and sent for a 
second round of field testing and potential revision. Only after this repeated pro-
cess of field testing and revisions are the programs sent for publication (Collins & 
Carnine, 1988; Engelmann, 2014b; Huitt, Monetti, & Hummel, 2009).

History of Direct Instruction

The formal beginning of DI was a preschool program for children from very 
impoverished backgrounds at the University of Illinois in the mid-1960s. Siegfried 
Engelmann and colleagues, Carl Bereiter and Jean Osborn, incorporated short 
instructional periods into the program, focused on language as well as reading and 
math skills and using the careful instructional sequencing described above. Even 
though the sessions were quite short, from 20 to 30 minutes a day, the children 
showed marked improvements in their skills, encouraging further development of 
the approach (Bereiter & Engelmann, 1966). Bereiter left Illinois for another 
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university and was replaced by the psychologist Wesley Becker. The team also 
expanded to include several undergraduate and graduate students, many of whom 
continued to work with DI through later decades. They applied the principles 
developed in the preschool to other groups and began developing formal instruc-
tional programs in language, reading, and math. The formal programs were termed 
DISTAR, for Direct Instruction System for Teaching Arithmetic and Reading 
(Engelmann, 2007; Wood, 2014).

In the late 1960s, DI was accepted as one of the programs to be part of Project 
Follow Through, a very large government-funded study that compared the out-
comes of over 20 different educational interventions in high-poverty communities 
over a multiyear period. Communities throughout the nation selected programs to 
be implemented in their schools, and DI was chosen by 19 different sites, encom-
passing a broad range of demographic and geographic characteristics. External 
evaluators gathered and analyzed outcome data using a variety of comparison 
groups and analysis techniques. The final results indicated that DI was the only 
intervention that had significantly positive impacts on all of the outcome mea-
sures (Adams, 1996; Barbash, 2012; Bereiter & Kurland, 1996; Engelmann 2007; 
Engelmann, Becker, Carnine, & Gersten, 1988; Kennedy, 1978).

The developers of DI had hoped that the conclusions of the Project Follow 
Through evaluators would lead to widespread adoption of the programs, but a 
variety of political machinations seem to have resulted in the findings being 
known to only a few scholars and policy makers (Grossen, 1996; Watkins, 1996). 
However, Engelmann, Becker, and their colleagues, then based at the University 
of Oregon, continued with their work. The programs were expanded to the upper 
elementary grades, previously written programs were revised, new programs 
were developed, and attention was given to work with special groups of students 
such as those with severe disabilities and English language learners (ELLs). The 
new and revised programs were given different names, more specific to the sub-
ject matter, although much of the original content remained and the underlying 
structure was consistent with earlier versions. Throughout the past five decades, 
studies of the effectiveness of the DI programs have continued to appear, some 
as part of the work of the developers and their students but many more from 
scholars and students throughout the country and in other nations. This body of 
work, produced from the mid-1960s to the mid-2010s, is the focus of the present 
article.

Previous Reviews of the DI Effectiveness Literature

Several systematic reviews and meta-analyses of the DI effectiveness literature 
have appeared over the past quarter century (Coughlin, 2014). Systematic reviews 
have focused on different populations, including general education (American 
Institutes for Research, 1999) and special education students (Kinder, Kubina, & 
Marchand-Martella, 2005). Other reviews have examined literature related to spe-
cific programs including mathematics (Przychodzin, Marchand-Martella, 
Martella, & Azim, 2004), reading (Przychodzin-Havis et al., 2005; Schieffer, 
Marchand-Martella, Martella, Simonsen, & Waldron-Soler, 2002), and spelling 
(Simonsen & Gunter, 2001). All of these reviews reported strong, positive results 
for DI.
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Quantitative meta-analyses have also focused on a range of populations and 
subjects, usually limiting the studies included with methodological criteria or 
sample characteristics. They have examined the use of DI in whole school reform 
(Borman, Hewes, Overman, & Brown, 2003), special education populations 
(White, 1988), and results with the Reading Mastery program (Stockard, 2013; 
Stockard & Wood, 2017; Vitale & Kaniuka, 2012). Two meta-analyses examined 
results with both general education and special education students and a variety of 
subjects, restricting the analysis to experimental and quasi-experimental designs 
(Adams & Engelmann, 1996) or randomized control trials (Coughlin, 2011).

Like the systematic reviews, the results of the meta-analyses were consistently 
positive. The magnitude of the estimated overall effects ranged from a low of 0.15 
in the study of whole school reform models to values of 0.87 and higher in the 
broader samples (e.g., Adams & Engelmann, 1996; Coughlin, 2011; Hattie, 2009). 
Hattie (2009) stressed the similarity of results across subjects, but others have 
reported a range of effects. Adams and Engelmann (1996) found effects that 
ranged from a low of 0.49 for language to a high of 1.33 for spelling. In contrast, 
Coughlin (2011) reported values of 0.53 and 0.54 for reading and miscellaneous 
subjects and 0.81 for language and 1.03 for math. Few of the meta-analyses used 
metaregression to examine the possible role of moderating variables. None of the 
analyses included measures other than achievement in academic subjects, and 
none included results from all available years, subjects, and designs.

The Current Review

The current review was designed to, as much as possible, counter these limita-
tions by applying quantitative meta-analysis techniques to the full range of litera-
ture on the effectiveness of DI that appeared over the past half century. Like 
Adams and Engelmann (1996) and Coughlin (2011), we wanted to examine the 
effectiveness of the programs in multiple subjects and with different student pop-
ulations. At the same time, we expanded our focus, including studies with a 
broader range of research designs and dependent variables than in previous works. 
Thus, we wanted, as much as possible, to develop a comprehensive view of esti-
mates of the effectiveness of DI. Using multivariate analyses, we also wanted to 
examine the extent to which these estimates varied across subjects, different types 
of publications, methodological approaches, sample characteristics, and interven-
tion procedures.

The previous literature provided a few expectations to guide our work. Given 
the consistent findings of previous reviews, we expected that estimates of 
effects would be positive across all of the academic areas taught in the pro-
grams. It was more challenging to predict results in other areas examined, spe-
cifically measures of ability (IQ), student behavior and attitudes, and teacher 
and parent attitudes. However, we had no reason, given isolated findings as well 
as the results of Project Follow Through, to expect that effects would be nega-
tive. Analyses of other areas within education have concluded that reported 
effects are stronger in published than in unpublished sources (Polanin, Tanner-
Smith, & Hennessy, 2016), but we knew of no studies of this phenomenon 
within the DI literature. Similarly, previous work offered limited guidance 
regarding variations in effects related to characteristics of methodologies and 
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student samples. In contrast, previous research did prompt expectations regard-
ing the impact of several variables related to the nature of the intervention. For 
example, stronger effects were expected when students had greater exposure to 
the material (e.g., starting in kindergarten, longer periods of intervention, and 
greater daily exposure) and when teachers had been well trained (Carlson & 
Francis, 2002; MacIver & Kemper, 2002; O’Brien & Ware, 2002; Stockard, 
2011; Vitale & Joseph, 2008). Previous research also suggested that positive 
effects would be maintained after discontinuation of intervention (Becker & 
Gersten, 1982; Meyer, 1984; Stockard, 2010). However, it could be reasonable 
to expect that the maintenance effects would be smaller than those from imme-
diate postintervention and that the impact of the programs could decline as the 
maintenance period lengthened. Finally, previous research provided little guid-
ance regarding the relationship of sample size in a study and reported effects, 
although it could be logical to expect that effects would be stronger in studies 
with smaller samples that could have greater control over the fidelity of 
implementation.

Method

Procedures

Subsections below describe the inclusion and exclusion criteria that were used, 
the method of searching the literature, and coding procedures.

Inclusion and Exclusion Criteria
Throughout this discussion the term report is used to refer to an individual 

publication, such as an article or dissertation, and the term study to refer to the 
data-gathering effort, such as an experiment or other type of intervention, on 
which a report was based. (As explained in greater detail in the results section, a 
report could involve more than one study and a study could result in more than 
one report.) We limited our analysis to studies that examined DI in the Engelmann–
Becker tradition and omitted studies that used only elements of the approach. We 
omitted studies that combined interventions, presenting data for students exposed 
to both DI and other programs, and also omitted studies that reported only the 
impact of more or less exposure to the program (i.e., with no data regarding results 
with no exposure). Within studies we omitted comparisons that were aggregates 
of others. The coders noted any issues regarding the quality of the research proce-
dures and reporting. Studies that were regarded as having moderate or serious 
quality issues were omitted. Finally, we omitted outliers, any effects with an abso-
lute value greater than 3.0. (The impact of the exclusions related to quality and 
outliers were examined in the sensitivity analysis explained below. Appendix B, 
in the online version of the journal, includes a list of all reports and studies exam-
ined, both included and excluded, as well as their associated effect sizes.)

Beyond these limitations, we purposely took an inclusive approach to develop-
ing the sample. Articles published in peer-reviewed journals, dissertations, mas-
ters’ theses, and technical reports and other nonpublished material (so-called gray 
literature) were included in our initial review. Although most of the reports exam-
ined student academic achievement, we also found and included reports that 
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considered ability (IQ) measures; student affective outcomes, such as attitudes, 
self-esteem or behavior; teachers’ perceptions of effectiveness; and teacher or par-
ent views of the programs. We had no limits on date of publication, beginning our 
analysis with the first published reports on DI in the mid-1960s. We also had no 
limits on the location or site of a study and included all research designs for which 
we could compute a valid effect size. Only reports published in English were 
included.

Literature Search
To identify studies, we began with an extensive bibliography compiled by the 

National Institute for Direct Instruction (2016). We then examined bibliographies of 
the meta-analyses and reviews cited above. We also searched computerized data-
bases, including Google Scholar, Dissertation Abstracts, and ERIC. In these searches 
we used “Direct Instruction” as a key word as well as the names of each of the 
programs and authors who were known for writing about them. As we reviewed 
reports we examined the reference lists to see if there were additional items that 
should be added. We also examined the vita of authors known to have published 
extensively on DI, wrote to scholars with wide knowledge of the field, and asked 
members of an email list of DI researchers to send us any needed additions.1 Finally, 
we went through each issue of four publications that specialized in reporting on 
effectiveness studies of DI: ADI News, published from 1981 to 1992; Effective 
School Practices, published from 1993 to 2000; Direct Instruction News, published 
from 2001 to 2013; and the Journal of Direct Instruction, published from 2001 to 
2012. We ceased our search for materials in January 2017.

Coding Procedures
Some coding was done by a team of advanced doctoral students at the 

University of Oregon. This team was trained and supervised by one of the authors. 
The rest of the coding was done by the authors. All of the coding by the graduate 
student team was checked by at least one of the authors and often by another cod-
ing team member. In addition, when coding was done by only one author, that 
author reviewed and rechecked the coding several months after the original exam-
ination to resolve any discrepancies. (Interrater reliability exceeded 90%.) All 
coding and calculation of effect sizes were completed in Excel and the values 
were then transferred to STATA (StataCorp, 2011) for statistical analysis. After 
transferring the data, extensive additional checks on each code, involving both 
possible range and logical relationships, were conducted to help ensure 
accuracy.

Measures

The first subsection below describes our measure of effect size. Subsequent 
subsections describe variables used in metaregressions. For the multivariate anal-
yses categorical variables were converted to dummy (0, 1) codes. To maintain 
adequate degrees of freedom, when data were not available for a given variable, 
the missing cases were included in the reference (0) category. As noted below, 
some indicators used in the multivariate analysis were measured at the compari-
son, or effect size, level of analysis, and others were measured at the study or 
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design level of analysis. Additional details are in Appendix A (in the online ver-
sion of the journal), and a full codebook is available on request.

Outcome Measure (Effect Size)
Cohen’s d was our measure of effect, defined as the difference between the 

means divided by the common standard deviation:

 d M M SDc=  / ,1 2−( )  (1)

where M1 and M2 are the means (averages) of Groups 1 and 2 and SDc is the 
pooled or common standard deviation, calculated as the weighted average of the 
SD of the two groups. In our calculations Group 1 was always the DI group. Thus 
positive effect sizes indicate an advantage for that group.

The psychological literature has often used a criterion of 0.20 to designate 
small effects, 0.50 medium effects, and 0.80 and greater as large (Cohen, 1977, 
1988). Education researchers have traditionally used the threshold of 0.25 to indi-
cate an educationally significant outcome (Tallmadge, 1977). A more recent 
extensive discussion of effect sizes in education research suggested another com-
parison benchmark. Based on a review of a “wide range” of educational interven-
tions, Lipsey et al. (2012) concluded that effect sizes in the field

are rarely as large as .30. By appropriate norms—that is norms based on empirical 
distributions of effect sizes from comparable studies—an effect size of .25 on such 
outcome measures is large and an effect size of .50, which would be only “medium” on 
Cohen’s all encompassing distribution, would be more like “huge.” (p. 4)

We reference all three benchmark comparisons—Cohen’s (1977, 1988), 
Tallmadge’s (1977), and Lipsey et al.’s (2012)—in our discussion below.

When studies reported percentages rather than means, we calculated the effect 
size from a standard difference of proportion test. Percentiles were translated to 
normal curve equivalent scores before calculating the effect size. When possible 
we also computed Hedges’s g, which differs from Equation 1 only when samples 
are quite small. As would be expected, the values of d and g were virtually identi-
cal, differing, on average, by only 0.008. When only inferential statistics or odds 
ratios were available we converted the values to d. Results regarding single-sub-
ject designs were aggregated across all subjects within an analysis. Two types of 
adjustments were used, one that adjusted for extensive differences between inter-
vention and control groups at pretest and another that adjusted for regression to 
the mean.2

Nature of Publication
We included five sets of measures related to the nature of the research reports 

and studies, all measured at the study unit of analysis: (a) the year of publication, 
with four dummy variables distinguishing those published in 1977 to 1986 and 
each subsequent decade to those published from 1966 to 1976; (b) the nature of 
the publications, with two dummy variables contrasting (i) articles and (ii) dis-
sertations and theses from those that were only disseminated as gray literature, 
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such as technical or newsletter reports; (c) the source of the publication, with two 
dummy variables distinguishing (i) material disseminated by the publisher of 
most of the DI programs and (ii) those by the authors of this article from other 
works; (d) a dummy variable indicating if the study was based on data from 
Project Follow Through; and (e) a series of five dummy variables that were used 
to denote studies where the data had been gathered from the same community.3

Methodology-Related Variables
We included six sets of dummy variables related to methodology. One set, 

regarding the design used to gather the data, varied at the study design level of 
analysis. It included dummy variables distinguishing (a) randomized assignment 
of students to groups (either pretest–posttest or posttest only), (b) norm or goal 
comparisons, (c) cohort control groups, (d) statistical controls (either pretest–
posttest or posttest only), (e) other pretest-posttest control group designs, and (f) 
other posttest only control group designs from single subject designs.4 The other 
five sets of methodological variables were measured at the comparison or effect 
size level of analysis: (a) the type of assessment used, distinguishing (i) norm-
referenced and other published assessments, (ii) curriculum-based measures, and 
(iii) state assessments from researcher-designed and other measures; (b) the type 
of data used to calculate effects, with dummy variables distinguishing effects 
based on (i) percentages or counts, (ii) percentiles converted to normal curve 
equivalent scores, (iii) statistical results such as regression coefficients, and (iv) 
other alternative data types from those based on means and standard deviations; 
(c) whether the data used to calculate effects had been adjusted by the original 
authors (as in reports of adjusted means); (d) the method used to calculate the 
effect, with dummy variables distinguishing calculations involving (i) the differ-
ence of the pre- and posttest effect size, (ii) transformations of inferential or other 
statistics, (iii) transformations from odds ratios, and (iv) effects supplied by the 
study author, with effects calculated with the formula in Equation 1 as the refer-
ence category; and (e) whether any additional calculations (e.g., of means from 
raw data) or estimations (e.g., of sample size) were used in calculating effects.

Sample-Related Variables
Four sample-related variables varied at the study design unit of analysis: (a) 

the breadth of the sample, with dummy variables distinguishing the inclusion of 
(i) more than one classroom, (ii) more than one school, and (iii) more than one 
district in both the intervention and control group from samples that included only 
one classroom in the intervention or control group; (b) the location of the study, 
distinguishing (i) urban U.S. locales, (ii) suburban U.S. locales, and (iii) rural U.S. 
locales from those with multiple locations or in other countries; (c) the region in 
which the study occurred, distinguishing four broad areas of the United States 
from international and multiple locations; and (d) a dummy variable indicating 
high rates of student poverty (either greater than 75% receiving free or reduced-
price lunch or a statement of high poverty given by the researcher). Four sets of 
sample-related measures varied at the effect size or comparison level: (a) stu-
dents’ at-risk status, with a single dummy variable distinguishing results involv-
ing students with any type of at-risk status (e.g., receiving special education 
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services, “remedial,” “low-achieving”) from other students; (b) ELL status, again 
measured with a single dummy variable; (c) race-ethnicity, with dummy variables 
indicating that the authors had indicated results involved large proportions of (i) 
African American, (ii) Latino/a, (iii) American Indian, or (iv) Caucasian students; 
and (d) grade level, which was reduced to a set of dummy variables distinguishing 
those in (i) preschool and kindergarten, (ii) Grade 1, (iii) Grade 2, (iv) Grade 3, 
and (v) Grade 4 from effects involving students in higher grades.

Intervention-Related Variables
Four intervention-related variables were measured at the study design level of 

analysis: (a) how the program was delivered, distinguishing interventions deliv-
ered by the classroom teacher from other approaches; (b) the nature of the com-
parison program, with a dummy variable indicating if the comparison was the 
curriculum usually or already used at a school or some type of experimental cur-
riculum; (c) whether teachers had been trained or coached in proper use of the 
programs; and (d) the specific DI program that was used, with dummy variables 
distinguishing (i) DISTAR, (ii) Reading Mastery or Horizons, (iii) Corrective 
Reading, (iv) Connecting Math Concepts and other math programs, (v) Language 
for Learning, (vi) spelling programs, and (vii) multiple programs with other DI 
curricula as the reference category.

There were five intervention-related sets of variables measured at the effect 
size or comparison level: (a) the length of the intervention, measured continu-
ously in years; (b) the amount of exposure, with dummy variables distinguishing 
daily exposure of (i) 60 minutes or more and (ii) 30 to 59 minutes from lesser 
amounts; (c) when students began their work with DI with a dummy variable 
distinguishing those who started in preschool or kindergarten from those who 
began at Grade 1 or later; (d) for comparisons that involved follow-up or mainte-
nance data, the amount of time (measured in months) that had elapsed between the 
end of the intervention and the assessment; and (e) subject matter, with a categori-
cal variable distinguishing reading, math, language, spelling, multiple and other 
academic subjects, ability (IQ) measures, affective measures (e.g., self-esteem, 
behavior), and teachers’ and parents’ attitudes or views.

Control Variables
Two control variables were included, both measured at the effect, or compari-

son, level of analysis: (a) a dummy variable indicating if the comparison involved 
postintervention (maintenance) data and (b) the natural log of the number of cases 
used to calculate the effect. (The value was transformed because the raw data had 
a large amount of positive skew.)

Analysis

Estimates of effects for both the total sample and within nine mutually exclu-
sive subareas were examined. Eight of the subareas involved the subject matter of 
the dependent measure as described above, and the ninth included all of the sin-
gle-subject designs regardless of subject matter. We chose to examine single-sub-
ject designs separately because initial analyses indicated that they had average 
effect sizes that were substantially larger than other designs and they also differed 
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systematically, as would be expected, in methodological and sample characteris-
tics. Thus, examining them separately resulted in smaller standard errors and 
more precise estimates.

We began our analysis by examining descriptive statistics, both to understand 
the characteristics of the sample and to determine if there were variables that did 
not have sufficient variation to be included in the metaregressions. We examined 
correlation matrices to explore the presence of any collinear relations. We then 
used multivariate mixed linear models with random effects, applying the analysis 
to both the total group and each of the subareas. This approach is considered espe-
cially appropriate for meta-analyses that include studies with “nested” results, 
that is, with potentially multiple effects within a given study (Kalaian & 
Raudenbush, 1996; Raudenbush, 2009; see also Dedrick et al., 2009). All of our 
analyses used the xtmixed procedure in STATA.

As explained in the Results section, some studies were described in more than 
one research report. In addition, some studies involved more than one design. To 
ensure independence of observations and to minimize variability and increase 
precision, the Level 2 (group) variable in most of the analyses was the study 
design. When there were two or more reports of a given study we examined the 
data from those reports together, and when data were given within a research 
study employing more than one research design, we examined results separately 
for each of those designs. However, as noted below, we examined consequences 
of this decision in the sensitivity analysis.

We started our multivariate analysis with a baseline, intercept only model, with 
study design as the Level 2 variable. The variables described above were then added 
as predictors.5 To preserve degrees of freedom each set of variables (e.g., dummy 
variables pertaining to assessment or those pertaining to grade level) was added as 
a group in a single analysis of that set of variables. Results from the analysis of 
descriptive data were used to limit the variables from each set to ensure that there 
was adequate variation in the predictor variables, with a minimum n of 20 effects 
required in each category for inclusion as a predictor. Each of these exploratory 
metaregressions also included, as control variables, the indicator of maintenance 
data and log of the sample size. When the indicator related to having maintenance 
data was significant the length of maintenance was substituted as a predictor.

All variables that were significant within these initial analyses were then 
included in a joint analysis. Variables that were not significant in this joint analy-
sis were then eliminated, resulting in a final, joint reduced model for the total 
sample and for each of the subareas. We focused most of our examination of 
results on the magnitude of the intercept, which is equivalent to the average 
weighted effect size. We looked at how the estimate of effect changed from the 
baseline, intercept-only models to the joint reduced models and variations from 
the total sample to the various subareas. We also examined the way in which the 
various independent variables were related to estimates of effect size. Finally, we 
conducted a sensitivity analysis, looking at how effect estimates varied across a 
variety of conditions including the use of study, rather than design, as the Level 2 
variable; when alternative methods of estimation were employed; when controls 
were introduced for data from Project Follow Through or from sites with multiple 
studies; and when outliers and studies with questionable quality were included.
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For the baseline model we calculated the intraclass correlation (ICC), also 
sometimes called I2, which reports the percentage of total variation in effects 
that was between studies (Borenstein et al., p. 117). For the joint reduced mod-
els we calculated two measures of model fit: (a) changes in the −2 log likeli-
hood ratio from baseline to the reduced model, which has a chi-square 
distribution, and (b) the proportion of variation in effect size that was explained 
by the model (Borenstein, Hedges, Higgins, & Rothstein, 2009, p. 200; 
Raudenbush, 2009, p. 304).

Results

Results are summarized below regarding the search and screening of the litera-
ture, characteristics of the identified studies, and then results of the preliminary 
analyses, the joint models, and the sensitivity analyses.

Search and Screening Results

A total of 549 research reports regarding the effectiveness of DI programs were 
identified. The University of Oregon library provided extraordinary assistance in 
finding material but was not able to locate 16 reports (3% of the total), including 
unpublished manuscripts cited in other publications, a few master’s theses, and a 
dissertation from another country. Twenty reports gave only data that combined 
the DI program with another intervention, and 10 reports did not provide data for 
a group with no exposure to the programs (i.e., giving only data on the impact of 
greater or less exposure). An additional 58 reports did not provide sufficient infor-
mation to calculate effects. Of the remaining 445 reports, 15 were excluded 
because they were judged to have serious methodological problems and 34 were 
excluded because they had more moderate methodological issues. The majority of 
reports judged to have quality issues were master’s theses or doctoral disserta-
tions. Serious issues involved very unclear or inconsistent labeling and reporting 
of results; questionable implementation procedures, such as unequal implementa-
tion support or using programs that were highly inappropriate for a given grade 
level; or, in one case, extensive criticism within the published literature. More 
moderate issues generally involved cases where substantial information was 
missing or an inappropriate analysis technique appeared to have been used. 
Finally, three reports were excluded because all of the calculated effects were 
outliers. In some cases, only some of the elements of a report were deemed as 
having quality issues or had results that were outliers. Figure 1 gives numbers 
omitted at each stage, and Appendix B (in the online version of the journal) has 
citations of all studies examined.

Several of the reports that met the inclusion criteria (n = 12 or 3%) included 
results of more than one study. About a third of the reports (n = 134 or 34%) 
included information given in another report, such as summarizing results of a 
dissertation in a journal article or findings from a journal article in a newsletter 
or other gray literature. In other cases one report might focus on results imme-
diately after an intervention, while subsequent reports gave data regarding fol-
low-up periods. In addition, individual studies could incorporate more than one 
design.
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From the 393 reports that met the inclusion criteria 328 studies were identi-
fied.6 These studies involved 413 designs and had a total of 3,999 effects. Many 
of the studies included data regarding more than one subject area. The bottom 
lines in each panel of Table 1 report the number of effects, studies, and designs 
within the total sample and each of the subareas. The largest number (226 studies 
with 269 designs) involved reading, followed by math, language, and spelling. 
The smallest number of studies (n = 17) involved views of teachers and parents. 
Appendix B (in the online version of the journal) has citations for all reports on 
the initial list, any reasons for exclusion, and for those for which effects could be 
calculated, information on sample size, study design, number of calculated effects, 
and the minimum, maximum, and average effect. This listing is given for the total 
sample (Appendix Table B1) and for each of the subject areas (Appendix Tables 
B2 to B10).

FIGURE 1. Diagram of search and screening steps to identify studies of the efficacy of 
Direct Instruction (DI) programs. *In some cases only part of the analysis within a study 
(i.e., some effects or some designs) were marked as having questionable quality; and in 
one case two reports involving the same study were marked as questionable. Nineteen of 
the 71 effects that were outliers were also tagged for quality issues. Four of the outliers 
were negative.
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Study Characteristics

There was substantial variability on the measures described above. Descriptive 
statistics for the total group and subareas are in Appendix A (in the online version 
of the journal). Over half of the studies were published in the past two decades. 
More than half were in articles and slightly less than a fifth in dissertation or thesis 
projects. Fifteen percent were disseminated by the major publisher of the DI pro-
grams, 12% came from sites associated with Project Follow Through, and 5% or 

TABLE 1
Initial estimates of effects, total group and subareas

Total group, reading, math, language, and spelling

Measure Total group Reading Math Language Spelling

Estimate 0.54*** 0.51*** 0.55*** 0.54*** 0.66***
SE 0.03 0.03 0.05 0.07 0.08
95% Confidence interval [0.49, 0.59] [0.44, 0.57] [0.46, 0.65] [0.40, 0.69] [0.50, 0.82]
Intraclass correlation .50 .58 .49 .41 .53
Log likelihood −3000.72 −1246.50 −475.92 −307.45 −258.69
No. of observations 3,999 1,896 685 299 299
No. of studies 328 226 70 56 52
No. of designs 413 269 91 67 60
Minimum observations/

designs
1 1 1 1 1

Maximum observations/
designs

195 79 65 33 51

M observations/designs 9.7 7 7.5 4.5 5

Multiple subjects, single-subject designs, and nonacademic areas

Measure
Other and 
multiple

Single-
subject Ability Affective

Teacher/
parent

Estimate 0.41*** 0.83*** 0.34*** 0.33*** 0.40***
SE 0.08 0.07 0.09 0.07 0.11
95% Confidence interval [0.25, 0.57] [0.70, 0.97 0.16, 0.52] [0.19, 0.47] [0.18, 0.63]
Intraclass correlation .67 .33 .67 .43 .37
Log likelihood −144.88 −123.39 −96.23 −82.56 −88.81
No. of observations 224 168 161 167 100
No. of studies 40 38 34 26 17
No. of designs 47 38 39 26 18
Minimum observations/

designs
1 1 1 1 1

Maximum observations/
designs

24 27 29 55 12

M observations/designs 4.8 4.4 4.1 6.4 5.6

Note. Estimates are taken from models that had designs as the Level 2 unit of analysis.
***p < .001.
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less involved studies written by the authors of this article or involved sites that 
were the focus of multiple studies.

There was substantial variability in methodological characteristics. The effects 
were produced from a variety of research designs: almost one fourth from norm 
or goal control group designs, one fifth from studies with random selection or 
matching of individual students, and slightly fewer using statistical controls or 
cohort control groups. Almost three fourths of the effects were calculated from 
data obtained from normed or other published assessments, with the remainder 
about equally divided between curriculum-based measures, state assessments, 
and researcher-designed instruments. The majority of effects were calculated 
from continuous data, and close to half of the effects adjusted for pretest differ-
ences between groups.

Sample-related variables also indicated substantial variability. The majority of 
studies involved more than one classroom, and about one tenth included more 
than one district. About half of the studies occurred in urban regions. Studies were 
based in all parts of the United States as well as in other countries. A quarter of the 
studies noted that students were from high-poverty backgrounds. About a third of 
the effects involved students with some type of special need, most often in reme-
dial or special education or having low skills. Only 5% of the effects specifically 
focused on ELL students, and close to a fifth focused on African American stu-
dents. Effects were calculated for students from preschool through college age 
and adult, but the majority involved students at Grade 3 and younger.

The classroom teacher delivered the intervention in about two thirds of the 
studies, and the comparison program was a “usual” practice in three fifths of  
the studies. Teachers were reported to have been trained in almost two thirds of 
the studies and coached in almost half. A wide range of programs were used, with 
DISTAR and Reading Mastery, the current K–5 basal reading program, being most 
common, followed by Corrective Reading, a program for older students with low 
reading skills, and multiple programs. There was substantial variability in the 
amount of exposure students had to the program, averaging 1.9 years but ranging 
from a few days to 6 years. Almost two fifths of the comparisons involved daily 
exposure of 60 minutes or more to a program, and almost a third involved students 
who began the program in kindergarten. Thirteen percent of the effects involved 
maintenance, or postintervention, data, with the average length of the mainte-
nance period equaling a little less than 6 months.

The number of observations used to calculate effects ranged from one in a few 
single-subject designs to close to 45,000 in some of the very large Follow Through 
analyses. The average number of cases associated with an effect size was 1,456, 
but the median was 71, reflecting the extreme positive skew of the raw distribu-
tion. As would be expected, however, the distribution of the logged value used in 
the metaregressions was very close to normal (M = 4.69, Mdn = 4.26).

The frequency distributions differed slightly from one subarea to another. 
Thus, as noted above, we carefully analyzed the frequency distributions on each 
variable within each subarea as part of the initial metaregression procedures.

We also examined correlations among the variables both for the total group 
and in the subareas. (The full correlation matrix is available on request.) When 
very strong relationships (.50 or larger) appeared between two or more variables 
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tagged for inclusion in a joint model, a summary variable was substituted. This 
affected analyses with two of the subareas. In the analysis of effects associated 
with reading a summary variable combined indicators of using a statistical control 
design, calculating results from statistical data, and adjusting results for pretest 
demographic data, with a value of 1 indicating that any of these adjustments had 
been made (α = .87). In the analysis of teacher and parent views, several of the 
variables identified for initial inclusion (poverty, teacher-delivered, Grade 3, and 
intervention length) were all strongly related to inclusion in Project Follow 
Through (correlations ranging from .60 to .82), so the dummy variable related to 
Follow Through was used in the joint reduced model.

Initial Estimates of Effects

The first lines of each panel of Table 1 give the initial estimates of effects 
derived from the baseline, intercept-only models. The top panel gives results for 
the total group and the subareas of reading, mathematics, language, and spelling. 
The bottom panel gives results for other and multiple academic subjects, single-
subject designs, ability/IQ measures, affective outcomes, and teacher and parent 
views. The first line in each panel gives the estimated effect, essentially the 
weighted average effect size across all studies; the second line gives the associ-
ated standard error; and the third gives the 95% confidence interval around the 
estimated effect. All of the estimates were statistically significant at well beyond 
the .001 level of significance. The largest estimates were for the single-subject 
designs (.83) and spelling (.66), and the smallest were for the ability and affective 
measures (.34 and .33, respectively).

The ICC, or I2, indicates that there was substantial variability between the stud-
ies. Within the total sample about half of the total variation in effect sizes was 
between the study designs (ICC = .50). The most consistent results appeared with 
the single subject designs (ICC = .33), and the most variable were those involving 
ability measures and multiple academic subjects (ICC = .67).

Metaregression Results

Table 2 gives the model fit statistics for the final reduced joint models for the 
total sample and each subarea and Table 3 reports the fixed effect coefficients. 
The results of the −2 log likelihood comparisons (the first four columns in 
Table 2) indicate that the joint reduced models provided a significantly better fit 
in all comparisons but the one involving teacher and parent views, a model that 
included only one independent measure and a control variable.7 The proportion of 
between–study design variation explained by the models (the last column in each 
row of Table 2) differed substantially from one analysis to another, with a low of 
virtually zero for the analyses of multiple and other subjects, affective outcomes, 
and teacher and parent views to a high of .32 for spelling.

The estimates for the constant terms and the associated standard errors in the 
last rows of Table 3 indicate the average weighted effect size net of the other vari-
ables within the models. As with the initial estimates, all of the joint model esti-
mates were positive and all but one surpassed the common criterion for educational 
significance of .25. The estimate for the total sample was .60, with the 95% con-
fidence interval ranging from .54 to .66. Within the subareas, the value for the 
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affective measures (.14) was not statistically significant. Values for all other sub-
areas were statistically significant and ranged in magnitude from .37 for language 
to over 1.0 for spelling, single-subject designs, ability measures, and teacher and 
parent views.

Most of the publication-, methodological-, and sample-related variables were 
not included in the final joint reduced models or were significant in only one 
analysis. Three variables were included in more than two of the joint reduced 
models, but the nature of the relationship varied from one subarea to another. 
Effect sizes based on normed assessments were significantly larger in the analysis 
for the total group and language but significantly smaller for analyses of math, 
spelling, and single-subject data. Effects calculated from odds ratios were signifi-
cantly smaller for the total group and single-subject analyses but significantly 
larger for the analysis for multiple and other academic subjects. And effects for 
urban samples were significantly smaller for language achievement but signifi-
cantly larger in single-subject studies or those involving ability measures. In gen-
eral, there appeared to be no consistent or strong pattern of association in the 
metaregressions between publication-, methodological-, or sample-related vari-
ables and effect estimates.

Slightly more consistent results appeared with the intervention-related vari-
ables, although the pattern varied from one subarea to another. In support of 
expectations, effect sizes were significantly larger with greater dosage: when stu-
dents were exposed for more years (for the total group and reading), had a longer 
period of daily intervention (math), or began their work with DI in kindergarten 

TABLE 2
Model fit statistics by group

Subject

−2 Log likelihood Residual variance

Model Baseline Change
Degrees of 

freedom Baseline Model
Proportion 

change

Total group 5749.4 6001.4 252.0 16 0.22 0.20 .06
Reading 2325.3 2493.0 167.7 12 0.16 0.15 .07
Math 799.5 951.8 152.3 10 0.18 0.15 .18
Language 578.0 614.9 36.9 4 0.35 0.31 .10
Spelling 407.4 517.4 110.0 5 0.24 0.17 .32
Multiple and other 242.3 289.8 47.5 5 0.14 0.13 .02
Single-subject 212.6 246.8 34.1 5 0.20 0.20 .04
Ability 116.9 192.5 75.6 9 0.13 0.12 .04
Affective 151.7 165.1 13.4 3 0.13 0.13 −.02
Teacher/parent 173.0 177.6 4.7 2 0.27 0.27 .00

Note. The change in −2 log likelihood values from baseline to the joint model was significant at the 
.001 level in all cases but the analyses of affective measures and teacher/parent views. The change in 
the −2 log likelihood statistic for affective measures was significant at the .01 level, and the analysis 
of teacher/parent views was significant at the .10 level.



496

T
A

B
L

E
 3

R
ed

uc
ed

 jo
in

t m
et

ar
eg

re
ss

io
n 

re
su

lts
, t

ot
al

 g
ro

up
 a

nd
 s

ub
gr

ou
ps

V
ar

ia
bl

es
To

ta
l g

ro
up

R
ea

di
ng

M
at

h
L

an
gu

ag
e

Sp
el

lin
g

M
ul

tip
le

/
ot

he
r

Si
ng

le
-

su
bj

ec
t

A
bi

lit
y

A
ff

ec
tiv

e
Te

ac
he

r/
pa

re
nt

Pu
bl

ic
at

io
n 

re
la

te
d

 
D

ec
ad

e 
4

—
−.

26
**

*
—

—
—

—
—

—
—

—
 

D
ec

ad
e 

5
—

−.
18

*
—

—
—

—
—

—
—

—
D

es
ig

n-
re

la
te

d
 

R
an

do
m

 a
ss

ig
nm

en
t

—
−.

20
*

—
—

—
—

—
−.

48
**

*
—

—
 

St
at

is
tic

al
 c

on
tr

ol
 d

es
ig

n
−.

33
**

*
—

—
—

—
—

—
—

—
—

A
ss

es
sm

en
t-

re
la

te
d

 
N

or
m

ed
 a

ss
es

sm
en

t
.0

9*
*

—
−.

67
**

*
.5

6*
*

−.
94

**
*

—
−.

38
**

*
—

—
—

 
C

ur
ri

cu
lu

m
-b

as
ed

 m
ea

su
re

s 
as

se
ss

m
en

t
.2

5*
**

—
—

—
—

1.
72

**
*

—
—

—
—

St
at

e 
as

se
ss

m
en

t
—

—
−.

50
**

*
—

—
—

—
—

—
—

D
at

a 
us

ed
 in

 c
al

cu
la

tio
ns

 
St

at
is

tic
al

 d
at

a
.2

8*
**

—
.8

1*
**

—
—

—
—

—
—

—
 

Pe
rc

en
til

es
/n

or
m

al
 c

ur
ve

 
eq

ui
va

le
nt

 s
co

re
s

−.
12

**
−.

31
**

*
—

—
—

—
—

—
—

—

 
D

at
a 

ad
ju

st
ed

 fo
r p

re
te

st
 

di
ff

er
en

ce
s 

in
 d

em
og

ra
ph

ic
—

—
—

—
—

—
—

−.
59

**
*

—
—

 
St

at
is

tic
al

 a
dj

us
tm

en
t s

ca
le

—
−.

21
**

—
—

—
—

—
—

—
—

C
al

cu
la

tio
ns

 o
f e

ff
ec

ts
 

Tr
an

sf
or

m
at

io
n 

of
 s

ta
tis

tic
al

 d
at

a
.3

1*
**

.5
2*

**
—

—
—

—
—

—
.5

0*
**

—
 

Fr
om

 o
dd

s 
ra

tio
s

−.
17

**
—

—
—

—
.8

0*
*

−.
52

**
*

—
—

—
 

E
xt

ra
 c

al
cu

la
tio

ns
 n

ee
de

d
−.

06
*

−.
11

**
—

—
—

—
—

—
—

—
Sa

m
pl

e
 

M
or

e 
th

an
 o

ne
 c

la
ss

—
—

.2
4*

—
—

—
—

−.
38

**
—

—
 

M
or

e 
th

an
 o

ne
 s

ch
oo

l
−.

11
*

—
—

—
—

—
—

—
—

—
 

M
or

e 
th

an
 o

ne
 d

is
tr

ic
t

—
—

—
—

—
—

—
.8

0*
**

—
—

 (c
on

tin
ue

d)



497

V
ar

ia
bl

es
To

ta
l g

ro
up

R
ea

di
ng

M
at

h
L

an
gu

ag
e

Sp
el

lin
g

M
ul

tip
le

/
ot

he
r

Si
ng

le
-

su
bj

ec
t

A
bi

lit
y

A
ff

ec
tiv

e
Te

ac
he

r/
pa

re
nt

 
U

rb
an

 a
re

a
—

—
—

−.
50

**
*

—
—

.3
0*

**
.2

8*
*

—
—

 
W

es
te

rn
 U

ni
te

d 
St

at
es

—
—

—
—

—
—

—
−.

24
**

—
—

 
A

m
er

ic
an

 In
di

an
 s

tu
de

nt
s

—
.6

1*
**

—
—

—
—

—
—

—
—

 
A

fr
ic

an
 A

m
er

ic
an

 s
tu

de
nt

s
—

—
—

—
—

—
—

−.
36

**
*

—
—

 
K

in
de

rg
ar

te
n

—
—

.1
7*

—
.3

7*
*

—
—

—
—

—
 

G
ra

de
 4

—
—

.2
7*

**
—

—
.6

4*
**

—
—

—
—

 
Pr

oj
ec

t F
ol

lo
w

 T
hr

ou
gh

—
—

—
—

—
—

—
—

—
−.

54
*

In
te

rv
en

tio
n

 
D

IS
TA

R
−.

16
*

—
—

—
—

—
—

—
—

—
 

R
ea

di
ng

 M
as

te
ry

/H
or

iz
on

s
−.

29
**

*
—

—
—

—
—

—
—

—
—

 
M

ul
tip

le
 p

ro
gr

am
s

−.
18

**
—

—
—

—
—

—
—

—
—

 
In

te
rv

en
tio

n 
le

ng
th

 (y
ea

rs
)

.0
6*

**
.0

8*
**

—
—

—
—

—
—

—
—

 
D

ai
ly

 6
0 

m
in

ut
es

 o
r m

or
e

—
—

.2
2*

*
—

—
—

—
—

—
—

 
St

ar
te

d 
D

ir
ec

t I
ns

tr
uc

tio
n 

in
 K

.2
1*

**
.1

5*
**

.4
3*

**
—

.5
5*

**
—

—
—

—
—

 
Tr

ai
ne

d 
an

d/
or

 c
oa

ch
ed

—
—

—
.5

3*
**

—
—

—
—

—
—

 
M

ai
nt

en
an

ce
 le

ng
th

 (m
on

th
s)

—
—

−.
01

**
−.

01
**

—
—

—
−.

00
1

—
—

C
on

tr
ol

s
 

M
ai

nt
en

an
ce

 d
at

a
−0

.0
1

−0
.1

0
—

—
−0

.2
0

−0
.0

3
0.

06
—

−0
.2

7
−—

 
L

og
 o

f N
 in

 c
om

pa
ri

so
n

−.
02

*
−.

04
**

−.
02

.0
5

.0
6

−.
05

−.
19

**
−.

08
**

*
.0

3
−.

10
C

on
st

an
t

 
E

st
im

at
e

0.
60

**
*

0.
74

**
*

0.
75

**
*

0.
37

*
1.

07
**

*
0.

52
**

*
1.

02
**

*
1.

18
**

*
0.

14
1.

03
**

 
SE

0.
06

0.
08

0.
12

0.
19

0.
21

0.
15

0.
10

0.
14

0.
15

0.
37

N
ot

e.
 D

IS
TA

R
 =

 D
ir

ec
t I

ns
tr

uc
tio

n 
Sy

st
em

 fo
r T

ea
ch

in
g 

A
ri

th
m

et
ic

 a
nd

 R
ea

di
ng

.
*p

 <
 .0

5.
 *

*p
 <

 .0
1.

 *
**

p 
< 

.0
01

.

T
A

B
L

E
 3

 (c
on

ti
nu

ed
)



Stockard et al.

498

(total group, reading, math, and spelling). However, these significant relation-
ships involved only the core academic subjects and not the other subareas that 
were examined. The expected significant relationship of effects with teacher 
training and coaching was found only in the analysis of language. Effect sizes in 
maintenance periods were significantly lower in two analyses (math and lan-
guage), but the magnitude of these coefficients was relatively small (0.01).8 
Effects were significantly smaller when the sample size was larger in only 3 of the 
10 analyses (total group, reading, and ability measures).

In general, relatively few of the independent variables tested in the metaregres-
sions were significantly related to the effect sizes. Most important, when adjusted 
for variations in these independent variables, the estimates of effects remained 
substantial. In 8 of the 10 analyses (all but in the subareas of language and affec-
tive measures), the adjusted effect sizes given in Table 3 were larger than the ini-
tial estimates shown in Table 1. The only adjusted effect size that was not 
significant was the one associated with affective measures.

Sensitivity Analyses

As the final step in our analysis we examined the extent to which our results 
were sensitive to a variety of methodological constraints. The coefficients associ-
ated with the intercept (the estimate of the effect size) for the additional tested 
models are in Table 4. The first four rows contrast the results obtained with differ-
ent groupings at level two of the mixed model: study design (the results shown in 
Tables 1, 2, and 3) and study (collapsing designs within studies).9 The next set of 
results report estimates when alternative estimation methods were used (restricted 
maximum likelihood estimates and an unstructured covariance matrix, rather than 
maximum likelihood estimates and independent covariance structures). This is 
followed by estimates when control variables were added to the model for studies 
using data from Project Follow Through sites and for sites that were examined by 
several different authors or studies. Finally, we examined results when a larger 
sample of effects was used, including the outliers and studies for which there were 
quality concerns.

When outliers were included in the sample, several of the effects, especially 
those involving the total group, reading, math, spelling, and single subjects, were 
substantially larger. This outcome would be expected given the overwhelming 
preponderance of positive values in the distribution of the outliers.10 In all other 
cases the estimates from the joint reduced models were very similar. All of the 117 
estimates included in the table were positive, and all estimates, except for those 
from the joint models regarding affective outcomes, exceeded the common .25 
threshold of educational significance. In addition, all but those involving the joint 
models related to affective measures and some of those regarding language were 
statistically significant. Of the 104 significant results, the vast majority (n = 88) 
were significant at the .001 level.

Discussion

The classic methodological literature emphasizes the importance of cumulat-
ing evidence to develop scientific conclusions (e.g., Popper, 1962). As Cook and 
Campbell, authors of the most widely cited works on research design, put it, “We 
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stress the need for many tests to determine whether a causal proposition has or has 
not withstood falsification; such determinations cannot be made on one or two 
failures to achieve predicted results” (Cook & Campbell, 1979, p. 31, emphasis in 
original). Later writings by the authors emphasize the importance of cumulating 
findings that allow one to “generalize . . . inferences . . . over variations in persons, 
settings, treatments and outcomes” (Shadish, Cook, & Campbell, 2002, p. 32). 
The results presented above could be seen as meeting this goal. They were derived 
from 328 studies and almost 4,000 calculated effects. They involved general aca-
demic achievement, as well as specific subjects, measures of ability, affective 
outcomes, and teacher and parent views. Both group and single-subject analyses 
were included. The studies appeared over a 50-year period and involved a wide 
range of subjects, settings, comparison groups, and methodological approaches.

Our results support earlier reviews of the DI effectiveness literature. The esti-
mated effects were consistently positive. Most estimates would be considered 
medium to large using the criteria generally used in the psychological literature 
and substantially larger than the criterion of .25 typically used in education 
research (Tallmadge, 1977). Using the criteria recently suggested by Lipsey et al. 
(2012), 6 of the 10 baseline estimates and 8 of the 10 adjusted estimates in the 
reduced models would be considered huge. All but one of the remaining six esti-
mates would be considered large. Only 1 of the 20 estimates, although positive, 
might be seen as educationally insignificant.

Except for the analysis of affective measures, estimates remained statistically 
and substantively significant when a broad range of control variables were intro-
duced. The initial estimates suggested that effects were weaker for ability mea-
sures and views of teachers and parents, but with the introduction of control 
variables in the metaregressions the estimates in these areas increased substan-
tially to equal or surpass those associated with other subareas. The only areas in 
which estimates declined from the initial estimates to the joint models were lan-
guage and affective measures.

The metaregressions and sensitivity analyses indicated that the results were 
robust, with no systematic impact of variables related to the nature of the publica-
tion, methodological approach, or sample. The strong positive results were similar 
across the 50 years of data; in articles, dissertations, and gray literature; across 
different types of research designs, assessments, outcome measures, and methods 
of calculating effects; across different types of samples and locales, student pov-
erty status, race-ethnicity, at-risk status, and grade; across subjects and programs; 
after the intervention ceased; with researchers or teachers delivering the interven-
tion; with experimental or usual comparison programs; and when other analytic 
methods, a broader sample, or other control variables were used. This conclusion 
regarding consistent results is bolstered by comparing the ICC values (Table 1) to 
the proportion of residual variance explained by the joint models (Table 2). Such 
a comparison shows that except for the analyses of spelling and mathematics, 
very little of the variance in effect estimates between studies was explained by 
variables examined in the metaregressions. In other words, the results were very 
consistent across all of the variables examined.

Earlier literature had led us to expect that effect sizes would be larger when 
students had greater exposure to the programs, and this hypothesis was supported 
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for most of the analyses involving academic subjects. Significantly stronger 
results appeared for the total group, reading, math, and spelling for students who 
began the programs in kindergarten; for the total group and reading for students 
who had more years of intervention; and for math students with more daily expo-
sure. Although we had expected that effects could be lower at maintenance than 
immediately postintervention, the decline was significant in only two of the anal-
yses (math and language) and not substantial in either. Similarly, while literature 
across the field of education has suggested that reported effects would be stronger 
in published than in unpublished sources (Polanin et al., 2016), we found no indi-
cation of this pattern.

Contrary to expectations, training and coaching of teachers significantly 
increased effects in only one analysis (language). We suggest that readers inter-
pret this finding cautiously for we suspect that it reflects the crude nature of our 
measure—a simple dummy variable noting if teachers were reported as receiving 
any training or coaching. We hypothesize that a more precise measure of teacher 
preparation, including fidelity to all the various technical elements of the pro-
grams and training specific to the programs taught, would produce different 
results (see Benner, Nelson, Stage, & Ralston, 2010; Carlson & Francis, 2002; 
Gersten, Carnine, & Williams, 1982; Gersten, Carnine, Zoref, & Cronin, 1986; 
Ross et al., 2004; Stockard, 2011; see also Kennedy, 2016).

Limitations and Future Research Directions

Even though our study involved a comprehensive examination of a very large 
data set, it was not without its limitations, many of which reflect the size and het-
erogeneity of the sample. For instance, we did not attempt to compare the results 
of each of the DI programs with specific other approaches. Nor did we examine 
outcomes in subdimensions within the various subject areas, such as differentiat-
ing reading fluency and comprehension. In addition, many of our measures were 
less precise than could be considered optimal. The studies differed, often substan-
tially, in the nature and amount of information given. To preserve degrees of free-
dom we included cases with missing data on a measure in the reference category. 
Meta-analyses that focus on much smaller parts of the literature could, potentially, 
include such information and have more precise measures. Our study was also, of 
course, limited by the range of information that was available. Although the num-
ber of studies and designs included in each of our analyses was not small, it is 
clear that there was more information about some subareas than others, particu-
larly those involving nonacademic outcomes.

Even though the literature on the effectiveness of DI is substantial and consis-
tent, there are areas in which additional work could be helpful and informative. 
For instance, there were many more studies regarding reading outcomes than 
other areas. Studies of mathematics, especially of programs aimed toward older 
students, such as Essentials of Algebra and Corrective Mathematics, were espe-
cially rare, as were studies, at least in recent decades, of programs that teach 
English language skills to those with other first languages. Studies of preschool 
students were less common than those of primary grade children. Most of the 
results regarding affective outcomes and teacher and parent views were reported 
as ancillary information in studies of academic outcomes. The field could be well 
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served by studies that explicitly focus on these important nonacademic areas. The 
relationship between academic growth with exposure to DI, student affective out-
comes, and teacher and parent views has been addressed theoretically (e.g., 
Engelmann, 2014c). However, at least to our knowledge, it has not been subjected 
to systematic empirical analysis.

Implications for Policy and Practice

The findings of this meta-analysis reinforce the conclusions of earlier meta-
analyses and reviews of the literature regarding DI. Yet, despite the very large 
body of research supporting its effectiveness, DI has not been widely embraced or 
implemented. In part this avoidance of DI may be fueled by the current popularity 
of constructivism and misconceptions of the theory that underlies DI. As explained 
in the first part of this article, DI shares with constructivism the important basic 
understanding that students interpret and make sense of information with which 
they are presented. The difference lies in the nature of the information given to 
students, with DI theorists stressing the importance of very carefully choosing and 
structuring examples so they are as clear and unambiguous as possible. Without 
such clarity students will waste valuable time and, even worse, potentially reach 
faulty conclusions that harm future progress and learning.

Many current curriculum recommendations, such as those included within the 
Common Core, promote student-led and inquiry-based approaches with substan-
tial ambiguity in instructional practices. The strong pattern of results presented in 
this article, appearing across all subject matters, student populations, settings, and 
age levels, should, at the least, imply a need for serious examination and reconsid-
eration of these recommendations (see also Engelmann, 2014a; Morgan, Farkas, 
& Maczuga, 2015; Zhang, 2016). It is clear that students make sense of and inter-
pret the information that they are given—but their learning is enhanced only when 
the information presented is explicit, logically organized, and clearly sequenced. 
To do anything less shirks the responsibility of effective instruction.

Another reason that DI may not be widely used involves a belief that teachers 
will not like it or that it stifles teachers’ ability to bring their own personalities to 
their teaching. Yet, as described in earlier sections, proper implementation of DI 
does not disguise or erase a teacher’s unique style. In fact, the carefully tested 
presentations in the programs free teachers from worries about the wording of 
their examples or the order in which they present ideas and allow them to focus 
more fully on their students’ responses and ensure their understanding. Recall that 
effect sizes associated with teachers’ perceptions of the program reached as high 
as 1.04 in our analyses. Fears that teachers will not enjoy the programs or not be 
pleased with their results do not appear to be supported by the evidence.

Lipsey et al. (2012) have suggested that effect sizes based on performance gaps 
among demographic groups could be a useful benchmark in evaluating the poten-
tial impact of an intervention. Using data from the National Assessment of 
Education Progress, they calculated performance gaps in reading and math and 
found that the difference between more and less privileged groups corresponds to 
effect sizes ranging from 0.45 to 1.04 (Lipsey et al., 2012; p. 30; see also Bloom, 
Hill, Black, & Lipsey, 2008). These values are quite similar to the effects found in 
our analysis. In other words, the effects reported in this analysis, and calculated 
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from 50 years of data on DI, indicate that exposure to DI could substantially 
reduce current achievement disparities between sociodemographic groups. 
Moreover, as noted above, at least for the academic subjects, greater exposure 
would be expected to result in even larger effects. There is little indication that the 
effects would be expected to decline markedly after intervention ceased; the posi-
tive effects are long-term.

Certainly our nation’s children deserve both effective and efficient instruction. 
As one of the anonymous reviewers of our article put it, “Researchers and practi-
tioners cannot afford to ignore the effectiveness research on DI.”

Notes
Some of the work on this article was completed while the authors were employed on 

a part-time basis by the National Institute for Direct Instruction, a nonprofit organization 
that provides support for schools implementing DI programs. We thank Kerry Hempenstall 
for his assistance in identifying relevant materials; the staff of the University of Oregon 
Interlibrary Loan Office, Alexa Engelmann, Ricky Carrizales, and Ashly Vanderwall for 
their assistance in finding literature; and Douglas Carnine, Kurt Engelmann, and anony-
mous reviewers of this journal for providing feedback on drafts of the analysis. Any errors 
and all opinions in the article are the sole responsibility of the authors.

 1 Authors who were contacted and/or were the focus of specific bibliographic searches 
included W. Becker, C. Bereiter, D. Carnine, C. Darch, M. Flores, J. Ganz, R. Gersten, B. 
Grossen, J. Lloyd, N. Marchand-Martella, R. Martella, M. Vitale, and P. Weisberg.

 2In a few cases our calculated effects differed from those reported by the authors. This 
almost always involved our desire to use a consistent effect measure (e.g., d rather than eta).

 3It is possible that there were other studies that involved the same community but could 
not be discerned from the reports. As explained in the sensitivity analysis, including these 
variables had no impact on the estimates of effects.

 4In the subarea analyses in which all single-subject analyses were within one group, the 
reference group was other posttest-only designs.

 5The measures of subject matter were not used in the metaregressions as indepen-
dent variables but instead denoted the subareas used in the analysis. The dummy vari-
ables regarding studies related to Project Follow Through and those for which multiple 
studies involved the same site were added in the sensitivity analysis. Substantive results 
were identical when these variables were instead used as independent variables in the 
metaregressions.

 6Eighteen of the identified studies involved results from Project Follow Through. 
Sixteen of these involved data from specific sites, one involved analyses with the entire 
group, and another involved comparisons of DI with alternative programs. We divided the 
reports of data from Project Follow Through in this manner to provide groupings that were 
most homogeneous in nature.

 7There were no studies of teacher/parent views that involved maintenance data, so only 
the log of the sample size was used as a control.

 8Calculations based on the coefficients in the reduced joint models indicate that for lan-
guage, which had a smaller constant, the estimated effect size, all other variables remaining 
equal, 1 year after the end of intervention would be 0.25 [0.37 − (12 * 0.01) = 0.37 − 0.12 = 
0.25]; for math the estimated effect 1 year later would be estimated to be 0.63 (0.75 − 0.12).

9Models did not converge when both study and design were included as level variables, 
no doubt because of the incomplete nesting of the data set. (Many studies had only one 
design.)

10Sixty-seven of the 71 outlying effects (94%) were positive.
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